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Abstract. In today’s High-Performance Computing (HPC) systems,
application performance variations are among the most vital challenges
as they adversely affect system efficiency, application performance, and
cost. System administrators need to identify the anomalies that are re-
sponsible for performance variation and take mitigating actions. One can
perform manual root-cause analysis on telemetry data collected by HPC
monitoring infrastructures to analyze performance variations. However,
manual analysis methods are time-intensive and limited in impact due
to the increasing complexity of HPC systems and terabyte/day-sized
telemetry data. State-of-the-art approaches use machine learning-based
methods to diagnose performance anomalies automatically. This paper
deploys an end-to-end machine learning framework that diagnoses per-
formance anomalies on compute nodes on a 1488-node production HPC
system. We demonstrate job and node-level anomaly diagnosis results
with the Grafana frontend interface at runtime. Furthermore, we discuss
challenges and design decisions for the deployment.

Keywords: HPC · Anomaly Diagnosis · Machine Learning · Telemetry.

1 Introduction

High-Performance Computing (HPC) systems offer invaluable computing re-
sources for a range of scientific and engineering applications, such as national se-
curity, scientific discovery, and economic research. Following the massive growth
in data and computing power, system infrastructure has grown more complex,
and effective management of HPC systems has become more challenging. Many
researchers report anomalies that cause performance variations due to network
contention [9], hardware problems [23], memory-related problems (e.g., mem-
ory leak) [2], shared resource contention (e.g., reduced I/O bandwidth) [8, 17],
or CPU-related problems (e.g., CPU throttling, orphan processes) [13]. Perfor-
mance anomalies do not necessarily terminate the execution, but often increase
job execution times by greater than 100% [22, 32, 37].

System administrators continuously collect and analyze system telemetry
data with rule-based heuristics (e.g., [3, 13]) to determine the causes behind per-
formance variations. Due to the highly complex infrastructure and massive vol-
umes of telemetry data (e.g., billions of data points per day), rule-based methods
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are incapable of effective management and analysis. Thus, researchers use ma-
chine learning (ML)-based tools more often to detect and diagnose performance
variations automatically [4, 11, 15].

In this paper, we propose E2EWatch, an end-to-end anomaly diagnosis frame-
work for production HPC systems. E2EWatch detects and diagnoses previously
seen performance anomalies in compute nodes at runtime based on a recently
proposed ML-based approach [33]. We design an end-to-end architecture for de-
ployment and deploy this framework on a 1488-node HPC production system to
display job and node level analysis results with an easy-to-interpret user inter-
face. Our specific contributions are as follows:

– Deployment of a state-of-the-art anomaly diagnosis framework on a 1488-
node production HPC system;

– Visualization and analysis of job and node-level anomaly diagnosis results
on-the-fly;

– Demonstration of the effectiveness of our framework under a variety of exper-
imental scenarios and discussion of deployment challenges and techniques.3

The rest of the paper is organized as follows. Section 2 provides a brief overview
of related work; Sec. 3 describes the methodology in detail; Sec. 4 describes
experimental scenarios; Sec. 5 presents our results, and we conclude in Sec. 6.

2 Related Work

Performance variation has been an important research topic for large-scale com-
puting systems. Especially as we move towards the exascale computing era, it will
remain a substantial challenge. This section briefly reviews the latest anomaly
detection and diagnosis research in three categories: rule-based statistical meth-
ods, ML-based methods, and deployment.

Rule-based statistical methods: These methods are widely used in large-
scale production systems since they are generally easier to design and deploy
in practice compared to more sophisticated ML-based methods. Some example
methods use manually selected threshold values for important system metrics [3,
18]. Some researchers investigate the statistical correlation between features and
performance issues instead of solely assigning thresholds. Brandt et al. track
systems and components’ operational behaviors over time and analyze their cor-
relations with various causes, such as aging components [13]. Agelastos et al.
leverage system-wide resource utilization data and investigate specific metrics
to detect I/O congestion and out-of-memory cases [2]. Even though many rule-
based statistical methods are easy to implement for the administration side,
their efficacy is highly dependent on system properties (e.g., operating system,
underlying hardware configurations).

ML-based methods for performance analytics: Some researchers focus on
predicting node or application-level failures using ML models trained on sys-
tem monitoring data and logs [16, 20, 35]. Ates et al. use ML models to detect

3 Our implementation is available at: https://github.com/peaclab/E2EWatch
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applications running on supercomputers by leveraging applications’ resource uti-
lization characteristics [5]. Anomaly detection (for a broader range of events than
failures) is widely popular in the HPC and cloud domains [26, 36, 10]. However,
most anomaly detection focuses on detecting anomalies instead of providing in-
formation on the anomaly type. Several ML approaches have been proposed to
detect anomalous behavior in applications and compute nodes using historical
normal data [4, 11, 15, 21, 31]. Tuncer et al. leverage historical telemetry data to
diagnose previously observed performance anomalies on compute nodes during
an application run, but do not demonstrate a runtime deployment [33]. In addi-
tion to node-level anomaly detection and diagnosis, Xie et al. train a one-class
support vector machine on vector embeddings to detect anomalous function ex-
ecutions using call stack trees [34]. In another work, Denis and Vadim use a
Long Short Term Memory (LSTM) network to detect abnormal and suspicious
behavior during an application run [31].

Deployment: Operational Data Analytics (ODA) solutions provide runtime
system insights for users and system administrators and complement monitoring
frameworks [27, 30, 12]. Some important application areas of ODA are applica-
tion fingerprinting, scheduling and allocation, performance variation detection.
Netti et al. demonstrate the use of several ML models to forecast compute node
power and identify outliers and anomalous behavior using power, temperature,
and CPU metrics on an HPC cluster at runtime [27]. Borghesi et al. propose an
autoencoder-based semi-supervised approach to detect anomalous behaviors in
compute nodes and deploy them to their 45-node HPC system [11].

In production systems, the size of a system can substantially affect the de-
ployment because a production HPC system might have thousands (e.g., Sierra,
Astra) to tens of thousands (e.g., Cori, Blue Waters) compute nodes. For ex-
ample, Borghesi et al. train node-specific models that use monitoring data from
a specific node and a node-agnostic model that uses monitoring data from all
compute nodes during training [11]. Using node-specific models could be feasible
for small computing clusters; however, it infers high training and maintenance
costs, e.g., selecting a new detection threshold for each model is time-consuming.
The abovementioned approaches (e.g., [11, 27]) only collect data when the sys-
tem behaves in the normal state, which requires constant system assessment
by a system administrator. A manual assessment approach may not be feasible
considering the complexity of HPC systems. Another aspect is evaluating mod-
els’ performance against scenarios where there are unknown applications and
unknown application inputs in order to guarantee they perform as intended.
However, neither of the methods covers real-world deployment scenarios. Even
though Netti et al. and Borghesi et al. have online deployment components, they
solely focus on detecting anomalies rather than classifying their type [11, 27]. To
the best of our knowledge, none of the prior methods provide an end-to-end
anomaly diagnosis framework running on a large-scale production HPC system.
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3 Methodology

The main goal of E2EWatch is to diagnose the root cause of previously ob-
served performance anomalies in compute nodes during application runs. We
provide diagnosis results in a dashboard that enables users or system adminis-
trators to track their applications’ status and interfere when necessary. Figure 1
shows an overview of E2EWatch. In this paper, we focus on anomalies that
cause performance variability (e.g., CPU contention and memory problems) in
different sub-systems instead of faults that terminate the execution of a pro-
gram prematurely. Our framework can diagnose the anomaly type and provide
easy-to-interpret results to users while an application is still running.

3.1 E2EWatch Overview

E2EWatch is an end-to-end anomaly diagnosis framework similar to Tuncer et
al.’s framework, and we deploy the framework on a production HPC system [33].
E2EWatch has a user interface and works with labeled data that system admin-
istrators or automated methods can generate. In this work, we collect system
telemetry data from compute nodes while running applications with and with-
out synthetic anomalies that produce well-known performance variations (e.g.,
CPU contention, memory leakage). Specifically, we collect resource usage (e.g.,
free memory, CPU utilization) and performance counter telemetry data (e.g.,
CPU interrupt counts, flits) across a set of applications. After the data collec-
tion phase, we apply statistical preprocessing techniques (e.g., feature selection)
to raw time series data to extract useful information and then train supervised
ML models. We compare the performance of a set of ML models in the test
data and deploy the best model to the monitoring server. At runtime, a user
queries a specific job-id assigned by the monitoring server. We provide a sum-
mary across all compute nodes, and drill-down analysis for each node, used by
the application. In the upcoming sections, we explain each phase in detail.

3.2 Offline Data Collection

The goal of offline data collection is to collect high-fidelity monitoring data to
train ML models. We use Lightweight Distributed Metric Service (LDMS) to
collect telemetry data across different subsystems [1]. We run controlled exper-
iments with synthetic anomalies from the HPC Performance Anomaly Suite
(HPAS) with three real and three proxy applications to mimic performance
anomalies [6]. We perform data cleaning and interpolation for missing hardware
metrics and increasing counter values. We provide the details of the anomalies,
applications, and data preprocessing in Sec. 4.

3.3 Offline Data Preparation

After the offline data collection, we divide raw time series into multiple equal-
length overlapping windows with 15-seconds skip intervals (e.g., [0-45], [15-60]).
While the windowing operation substantially increases the amount of training
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Fig. 1. The high-level architecture of E2EWatch. The top flow contains the offline
training phase, and the bottom flow contains the online anomaly diagnosis phase. We
train ML models with known normal and anomalous application telemetry data and
find the best parameters with hyperparameter tuning for each model. We deploy the
best-performing model to the monitoring server. A user sends a query with the specific
application ID at runtime, and our framework displays node-by-node diagnosis results
in the Grafana frontend interface.

data, it also enables us to provide results without waiting for an application to
run to completion. Then, we calculate the following statistical features of each
window: “minimum and maximum; 5th, 25th, 50th, 75th, 95th percentile values;
mean, variance, skewness and kurtosis” [33]. Each 2D window transforms into
a 1D vector after the feature extraction stage. This approach brings substantial
savings in computational power and memory while preserving the main charac-
teristics of time series.

After we extract statistical features, we adopt the feature selection process
proposed by Tuncer et al. [33]. We calculate the cumulative distribution func-
tions (CDF) of each feature when running the application with and without an
anomaly. We use the Kolmogorov-Smirnov (KS) test to compare each feature’s
CDF [24]. CDFs of normal and anomalous metric values show a high statisti-
cal difference if the anomaly substantially affects metric values. We repeat the
abovementioned procedure and concatenate the selected features for each appli-
cation and anomaly pair.
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3.4 Offline Training and Testing

The goal of this stage is to find the best-performing model before deploying the
model to the monitoring server. After the offline data preparation phase, we
perform hyperparameter tuning for each ML model and test their performance
using multiple cross-validation folds. We label each equal-sized window for our
anomaly diagnosis task according to the node’s label it belongs to. For example,
if we run an anomaly on a compute node, we label it according to the type of
the anomaly; otherwise, it is labeled normal.

3.5 Deployment and Runtime Diagnosis

We use the model trained during the offline training phase for runtime diagnosis.
We store the trained model on the monitoring server of our target system (see
Sec. 4 for details) along with other back-end components such as data storage
and visualization. At runtime, a user sends a query to the monitoring server
with the desired application ID assigned by the HPC system scheduler, and our
runtime analysis module presents results in the Grafana frontend. For the job-
level breakdown, we calculate how many anomalous windows are diagnosed for
each anomaly across the compute nodes used by the application (e.g., 75% of
windows have “cachecopy” anomaly). In Fig. 2, we demonstrate a job-level diag-
nosis summary for one example application run. The user can see all anomalies
diagnosed over time along with the classifier’s prediction confidence for the se-
lected application ID. We explain the calculation of the prediction confidences in
Sec. 5. Furthermore, it is possible to perform drill-down analysis for the selected
compute nodes.

4 Experimental Methodology

We detail the target system and the monitoring framework in the first section.
Next, we describe the synthetic anomalies we use to create performance variation.
In the last section, we explain the implementation details of E2EWatch.

4.1 Target System and Monitoring Framework

To demonstrate the efficacy of E2EWatch, we conduct experiments and deploy
the framework on Eclipse, a production HPC system with 1488 compute nodes
located at Sandia National Laboratories (SNL). Each node has 128GB memory
and two sockets, where each socket has 18 E5-2695 v4 CPU cores with 2-way
hyperthreading [29]. System administrators use LDMS to monitor the system
health of Eclipse, and LDMS is actively running on all compute nodes. LDMS
can collect thousands of different resource usage metrics and performance coun-
ters from compute nodes at sub-second granularity. From LDMS, we use 160
system metrics sampled at 1Hz while running six applications with and with-
out synthetic anomalies. The applications used are listed in Table 1. SNL has
a separate monitoring server, referred to here as HPCMON, for data storage,
analysis, and visualization. HPCMON is a four-node cluster with 48 Intel Xeon
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Fig. 2. An example SWFFT application run with the membw anomaly. We provide
diagnosed anomaly types (orange box) and their percentage across all windows (yellow
box) as well as model’s prediction confidences (green box) in the job-level breakdown.
The time series plot shows the average confidence level of each anomaly across all the
compute nodes used by the application. We also provide the node-level breakdown
composed of the same analyses we provide in the job-level breakdown.

Gold 6240 CPUs, 750 GB of memory, and 28 TB of NVMe raided storage. Eclipse
telemetry data is sent to HPCMON and is queryable through a Grafana frontend
interface. A user specifies the time range and application ID of interest, and the
corresponding telemetry data is sent through our ML models at query time. The
model output is then summarized and formatted for Grafana visualization [30].

4.2 Synthetic Anomalies

We use open-source synthetic anomalies from High-Performance Anomaly Suite
(HPAS) [6]. HPAS has 8 performance anomalies that create contention across
different subsystems such as memory, network, and I/O. We use the following
anomalies: memleak, which mimics memory leakage by allocating an array of
characters of a given size without storing the addresses; membw mimics memory
bandwidth contention, which prevents data from being loaded into the cache;
cpuoccupy mimics excessive CPU utilization; cachecopy mimics cache contention
by allocating two-arrays and swapping their contents repeatedly for a specific

Table 1. We run 3 real and 3 proxy applications during offline data collection phase.

Benchmark Application Description

ECP Proxy Suite ExaMiniMD Molecular dynamics
SWFFT 3D Fast Fourier Transform
sw4lite Numerical kernel optimizations

Real Applications LAMMPS Molecular dynamics
HACC Cosmological simulation
sw4 Seismic modeling
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cache level, e.g., L3 cache. We have 3 different input configurations for each
application, which corresponds to 4, 8, and 16 node application runs, respectively.
On each node, we allocate one core for LDMS, one core for an anomaly, and 32
cores for an application.

Table 2. A list of anomalies and their configurations.

Anomaly type Configuration

cpuoccupy -u 100%, 80%
cachecopy -c L1,-m 1 / -c L2 -m 2
membw -s 4K, 8K, 32K
memleak -s 1M, -p 0.2 / -s 3M -p 0.4 / -s 10M -p 1

4.3 Implementation Details

We fill out missing metric values with linear interpolation because some met-
ric values can be missing while telemetry data is being collected. We also take
the difference of cumulative counters in every step because we care about the
increase, not the raw value. We strip out the first and last 60 seconds of the
collected time-series data to prevent fluctuations during the initialization and
termination phases of applications. We experiment with 45 and 60-second win-
dows since we want to provide effective results while minimizing the delay. In the
end, we choose 60-second windowing since it led to a better F1-score, anomaly
miss rate, and false alarm rate during evaluation.

We use the “Min-Max” scaler on training data and scale the test data using
the same scaler during the model training to minimize possible data leakage.
After the training, the scaler is saved as a Python pickle object, and the same
scaler is used during runtime diagnosis. We split the dataset into 5-folds and
iteratively fit the model on the remaining folds while holding the remaining one
for validation. While splitting the data, we use stratified sampling where the
class distribution matches with the whole dataset in each fold.

We experiment with Random Forest and Gradient Boosting Machines. Ran-
dom Forest is composed of multiple decision trees, and it generally combines the
average of each decision tree or applies majority voting during prediction. We use
the implementation in scikit-learn that uses majority voting for the classification
tasks [28]. Gradient Boosting Machines are decision-tree-based classifiers and
use gradient boosting, which produces a prediction result using an ensemble of
weak prediction models. We use Extreme Gradient Boosting (XGBoost) [14] and
Light Gradient Boosting Machine (LGBM) [19] implementations. Even though
XGBoost and LGBM are part of the gradient boosting machines, they have dif-
ferent techniques while splitting the nodes. We use the LGBM as a final classifier
due to high performance in F1-score, anomaly miss rate, and false alarm rate.
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Fig. 3. Macro average F1-scores of LGBM, Random Forest, and XGBoost models.
LGBM and XGBoost perform up to 10% better in cachecopy, cpuoccupy, and membw
anomalies than Random Forest. LGBM and XGBoost are 2x better than Random
Forest in anomaly miss rate while achieving near zero false alarm rate.

5 Evaluation

We evaluate our model under 3 different experimental scenarios and report F1-
score, false alarm rate (i.e., false-positive rate), and anomaly miss rate (i.e.,
false-negative rate). F1-score is defined as the harmonic mean of precision and
recall, where precision shows what percentage of positive class predictions were
correct and recall shows what percentage of actual positive class samples were
identified correctly. Eq. 1 shows the false alarm rate, which corresponds to the
percentage of normal runs identified as one of the anomaly types. Eq. 2 shows
the anomaly miss rate, which corresponds to the percentage of anomalous runs
(any anomaly) identified as normal.

False Alarm Rate =
False Positives

False Positives + True Negatives
(1)

Anomaly Miss Rate =
False Negatives

False Negatives + True Positives
(2)

5.1 Anomaly Diagnosis Scores

We present anomaly diagnosis results for each anomaly type with anomaly miss
rate and false alarm rate in Fig. 3. Average F1-scores are 0.91, 0.90, and 0.87,
for LGBM, XGBoost, and Random Forest, respectively. All models achieve an
almost perfect diagnosis F1-score for windows without anomalies. LGBM and
XGBoost outperform Random Forest in terms of F1-score in all cases. It is
expected to see a similar performance among XGBoost and LGBM since they are
fundamentally similar. XGBoost and LGBM miss 0.05% of anomalous windows
and achieve almost zero false alarm rates. The F1-scores of cpuoccupy anomaly
are lower than other anomalies because all classifiers confuse cpuoccupy with
membw anomaly due to similar CPU utilization characteristics.
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Fig. 4. Macro average F1-score of models when an unknown application exists in the
test set. LGBM is 8% and 4% better than Random Forest and XGBoost in F1-score
on average, respectively. LGBM and XGBoost achieve lower false alarm and anomaly
miss rates than Random Forest.

5.2 Unknown Applications

In a production system scenario, it is likely to encounter applications that do
not exist in the training data, so we evaluate the model’s performance with
scenarios where unknown applications exist in the test data while keeping all
the anomalies. First, we remove all runs of the selected application from the
training set and then include only the removed application to the test set. We
repeat this setup for each application and report average F1-scores, anomaly
miss rate, and false alarm rate in Fig. 4. Except for SWFFT, XGBoost and
LGBM are up to 10% better than Random Forest in F1-scores, and LGBM is
the best performing one, including for anomaly miss rate and false alarm rate.

5.3 Unknown Application Inputs

Another common scenario in production systems is running the same application
with different input decks. In our dataset, we have three input sizes (small,
medium, large) for each application, and each input size corresponds to the
different number of compute nodes we run the application. We evaluate the
model’s performance with scenarios where unknown application inputs exist in
test data. First, we remove all runs of the selected input size from the training
set and then include only the removed input size in the test set. We repeat this
setup for each input size and report average F1-scores along with anomaly miss
rate and false alarm rate in Fig. 5. For all unknown input types, LGBM and
XGBoost can diagnose anomalies with F1-scores over 0.75. LGBM is the most
robust one to unknown input sizes in terms of anomaly miss rate and false alarm
rate.

5.4 Discussion on Deployment

At SNL, HPCMON hosts the analysis and visualization pipeline for under-
standing HPC system data. The pipeline uses the Scalable Object Store (SOS)
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Fig. 5. Macro average F1-score of models when an unknown application input exists
in the test set. LGBM and XGBoost are 13% better than Random Forest in F1-scores.
While models have comparable anomaly miss rates, LGBM is 8x, and XGBoost is 4x
better than Random Forest in false alarm rate.

database that has unique indexing to efficiently manage structured data, includ-
ing time series [30]. The first advantage of SOS is that we can query the data of
interest instead of getting the whole data and selecting afterward. This enables
E2EWatch to provide anomaly diagnosis results without waiting for the comple-
tion of an application. The second advantage is that SOS enables easy configu-
ration for user-derived metrics, hence supports a flexible analysis development
cycle. This feature enables the easier development of new models for different
classification tasks as new needs arise. At a high level, E2EWatch requires the
following components to provide diagnosis results at runtime in another produc-
tion system:

1. Monitoring framework that can collect numeric telemetry data from com-
pute nodes while applications are running. Even though we only experiment
with LDMS, it can be adapted to other popular monitoring frameworks such
as Ganglia [25], Examon [7] by modifying the wrappers in the data collection
phase.

2. Labeled data that is composed of anomalous and normal compute node
telemetry data. It is possible to create labeled data sets using a suite of
applications and synthetic anomalies. Another option is to use telemetry
data labeled by users.

3. Backend web service that can provide telemetry data on the fly to the
trained model. We use the existing Django web application deployed on the
monitoring server [30]. It is possible to use other backend web services that
can handle client requests and query data from the database. If runtime
diagnosis is not necessary, it is also possible to run the pickled model after
the application run is completed.

We calculate the model’s prediction confidence in the test data for correctly
classified samples and provide the statistical distribution in Fig. 6. Prediction
confidences are also necessary to monitor possible concept drift and data drift.
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Concept drift happens when the statistical properties of the target variable
change, e.g., some anomalies might start showing different characteristics. Data
drift occurs when the statistical properties of streaming data change. Especially
in HPC systems, seasonality and user trends could change according to usage,
e.g., conference deadlines and periodic system upgrades. For example, suppose
we observe a sudden decrease in prediction confidences of samples predicted
normal. In that case, it can point out a possible drift scenario.

We implement two filtering techniques to increase robustness against false
alarms and anomaly misses for runtime anomaly diagnosis. The first one is con-
secutive filtering, where we keep the original prediction label if it persists in C
consecutive windows; otherwise, we replace it with the normal label. Even though
this approach reduces false alarms, it increases the anomaly miss rate since we
replace anomalies directly with the normal label. The second one is majority fil-
tering, where we replace the original prediction label with the most frequent class
label in C consecutive windows. Majority filtering generally reduces false alarms
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Fig. 7. The first row shows majority filtering results, and the second row shows consec-
utive filtering results for different C values. LGBM and XGBoost maintains a constant
false alarm rate in both filtering techniques, whereas Random Forest’s false alarm rate
is reduced almost three times.
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and anomaly miss rates. As an example, using the following window predic-
tions, [memleak, memleak, membw, memleak, memleak], majority filtering will
return [memleak,memleak, memleak,memleak,memleak], whereas consecutive fil-
tering will return [normal,normal,normal,memleak,memleak] when C equals 3.
In Fig. 7, we show the effect of these two filtering techniques on all classifiers.
While consecutive filtering increases anomaly miss rate in all classifiers, it sig-
nificantly reduces Random Forest’s false alarm rate. On the other hand, LGBM
and XGBoost have almost constant false alarm rates and anomaly miss rates
with both techniques.

6 Conclusion and Future Work

Automatic and online diagnosis of performance anomalies has been increasingly
important as we move towards the Exascale computing era; however, transi-
tioning from research to real-world applications is challenging. In this paper,
we demonstrated E2EWatch, an end-to-end anomaly diagnosis framework, on
a 1488-node HPC production machine. E2EWatch provides job and node-level
visualizations in an easy-to-interpret dashboard. Our future work includes cre-
ating a data set that is composed of a large set of popular HPC applications
and evaluating the framework with a scenario where the scale of the number of
applications and input decks is comparable to production systems. The second
direction is to conduct user studies and evaluate the performance of our frame-
work in a real-world setting. The third direction we plan to explore is deployment
process for production systems that have compute nodes with GPUs.
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